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Abstract

Decision-making requires examining underlying assumptions and
concepts, considering diverse perspectives, and weighing potential
consequences with clear, accurate reasoning. Recent large language
models (LLMs) show promise for assisting decision-makers by com-
bining reasoning capabilities with the ability to retrieve relevant
information from large documents. However, our formative study
with five professional decision-makers revealed key limitations of
using LLM in workflow: time-consuming alignment of user goals,
lack of evidence-based grounding, overwhelmingly long outputs,
and unsurfaced assumptions undermined user trust in the LLM
output and the validity of the final decision. We introduce Criti-
cality, a system that operationalizes the Paul-Elder Critical Think-
ing framework to structure reasoning into interactive Elements of
Thought (e.g., purpose, assumptions, perspectives, implications),
and evaluates and guides reasoning using Intellectual Standards
(e.g., clarity, fairness, logic). It also retrieves evidence for each claim,
classifies it as supporting, neutral, or contradictory, and explains
the claim-evidence link. A within-subjects study (n=13) comparing
Criticality to ChatGPT 5 Pro, a state-of-the-art reasoning model
in conversational interface, found that Criticality improved user
interaction of steering and repairing through the decision-making
process, producing better decision rationales compared to the base-
line.
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1 Introduction

Decision-making is the process of identifying and selecting the best
course of action among alternatives to achieve a desired outcome.
This ranges from everyday choices like comparing which product
to buy or route to take to work, to more high-stakes ones such as
selecting between competing investment strategies, career choices,
or policy interventions. Sound decision-making requires more than
just intuition; it demands critical thinking, i.e., the ability to rea-
son logically, examine assumptions, explore different perspectives,
and ground conclusions in evidence [14, 20, 77, 78]. In today’s
information-rich world, decision-makers also increasingly rely on
evidence-based reasoning, using documents, often filled with visu-
alizations, tables, textual insights, and analyses to ensure decisions
rest on credible evidence and transparent, defensible logic [3–5].

Large Language models (LLMs) with advanced mechanisms (e.g.,
extended context windows [21], data retrieval-drieven methods
[34], and deep research modes [68, 114]) have shown promise in
processing large volumes of text documents, but present critical
limitations for decision-making. LLMs frequently generate halluci-
nated or biased responses [28, 36, 84, 96], and traditional conversa-
tional interfaces, where users type a prompt and receive a single
lengthy textual output, trap them in inefficient multi-turn repair
cycles to clarify intent [92]. Recent reasoning models (e.g., GPT
o-series [67], Claude Sonnet [2], or Gemini Pro [21]) are trained
to generate intermediate steps in a reasoning trace before arriving
at the final answer. While these approaches improve performance
on benchmarked reasoning tasks, they often fail to generalize to
unfamiliar or open-ended problems [88]. For users, the interaction
remains passive: they must wait as the model “thinks," with latency
that grows alongside task complexity [79, 117]. This limits oppor-
tunities for users to inspect, steer, or repair reasoning, leading to
frustration and reduced trust [80, 109]. Even with the reasoning
trace, users face challenges in evaluating whether the model has
engaged in critical, evidence-based exploration examining multiple
perspectives, potential biases, and implications [13, 118]. Evaluation
that is especially important given that these reasoning traces do not
faithfully represent the models’ actual reasoning, reducing their
transparency value and their reliability for decision-making [18].

To investigate needs and challenges in document-driven decision-
making workflows, we conducted a formative study with five pro-
fessionals who regularly make or recommend business decisions.
Through interviews, we identified key challenges, including align-
ing on intents, unclear evidence referencing, and unexpressed as-
sumptions or alternatives. Through a participatory design exercise,
we validated and extended the Paul-Elder Critical Thinking Frame-
work [77], demonstrating that it can be a useful way to structure a
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reasoning trace and get alignment between users and LLMs. Specif-
ically, the framework’s Elements of Thought (purpose, question
at issue, assumptions, point of views, concepts, information, in-
ferences, consequences) can scaffold the reasoning process into
manageable components that users can inspect and modify, while
the Intellectual Standards (clarity, accuracy, precision, relevance,
depth, breadth, logic, significance, and fairness) provide quality
control mechanisms to ensure rigorous critical thinking (Table 1).

Based on these insights and design considerations, we built Crit-
icality, an interactive system that structures LLM reasoning into
editable elements of thought, assesses and guides thinking quality
with intellectual standards, and bases each reasoning on relevant
evidence from the report with explanatory links of whether the
evidence supports or contradicts the claim. We conducted a within-
subjects study asking 13 participants to engage in two document-
based decision-making tasks and produce a rationale for each using
Criticality in one condition and using a Baseline of ChatGPT
5 Pro, a state-of-the-art reasoning model embedded in a popular
conversational interface, in another. Our findings demonstrate that
when using Criticality, participants were able to interact with the
reasoning trace to steer and repair it during the process, often pre-
ferring to use Criticality over Baseline. Also, blind-to-condition
raters’ evaluations of participants’ decision-rationales indicated
that participants produced higher-quality decisions when using
Criticality.
In summary, this work makes the following contributions:

• Insights from formative interviews and participatory design
exercises with five decision-makers that identified common
workflows, challenges, and design considerations for sup-
porting users during document-driven decision-making.

• The design of Criticality, a system that operationalizes the
Paul-Elder Critical Thinking framework into an interactive
human-AI decision-making interface. This includes inter-
active techniques for: i) structuring, assessing, and guiding
LLM outputs into reasoning traces, ii) retrieving evidence
with explanatory links to show how evidence supports or
contradicts reasoning steps, and iii) providing affordances
for users to engage with reasoning traces.

• Qualitative insights from a within-subjects study (n=13) sug-
gesting that scaffolding reasoning traces with interactive
affordances, critical-thinking-based structure and guidance,
and evidence links enhance the human-AI decision-making
experience.

2 Related Work

Our work builds on prior research studying how people make
decisions, especially using critical thinking and evidence-based
reasoning, and LLMs and systems built to support these workflows.

2.1 Supporting Decision-Making Workflows

Research in decision-support systems has long examined how peo-
ple use information to make decisions, revealing common work-
flows and needs. Simon [89] divides decision-making into phases: (i)
identifying issues and collecting information, (ii) developing alterna-
tive options, and (iii) evaluating these options [69]. Many decision-
supporting systems try to automate the process and present final

decisions that nudge users to comply (e.g., employment hiring [49],
loan approval [86], investment advice [55]). However, automation
deprives users of the opportunity to develop decision-making strate-
gies [33], while fostering inappropriate user reliance due to a discon-
nect between AI output and user reasoning [81]. External factors
such as time pressure increase AI dependence and decrease deep
cognitive engagement [94], underscoring the need for tools that
foster more agency and cognitive engagement. Previous decision-
support systems have assisted parts of these stages. To support
identifying issues and collecting information, systems have been
designed to suggest concepts [72], problem frames [73], and data
[38, 90] to mitigate the challenge of under-specified, ambiguous,
or biased user requests. For later stages, research has focused on
externalizing decision options and criteria into decision matrices
that help users compare alternatives more effectively [32, 51, 52].
Criticality is designed to support users throughout their decision-
making process.

2.1.1 With Evidence-Based Reasoning. Providing evidence and ex-
planations that reveal a model’s reasoning has been shown to
strengthen decision-making by improving understanding, uncer-
tainty awareness, and trust calibration [29, 66, 103]. Further re-
search demonstrates that the presentation of evidence in various
forms, as visual layouts [112], logical structures [14], delibera-
tion [56], and interactive affordances [101], strongly shapes users’
trust and reliance on AI. Building on this work, Criticality ad-
vances evidence-based reasoning by focusing on the presentation
of evidence. Instead of merely displaying an explanation, it sys-
tematically links each reasoning claim to specific supporting or
contradicting passages in data reports. It then uses strong affor-
dances, such as visual indicators and direct links, to encourage users
to examine this evidence. This is designed to make evidence evalu-
ation a seamless part of the workflow, moving beyond fragmented
verification towards evidence-based reasoning.

2.1.2 With Critical Thinking. Critical thinking is a disciplined, re-
flective process of rationally analyzing and evaluating information
to guide belief or action [27, 45], which involves questioning as-
sumptions, considering multiple viewpoints, using logic and ev-
idence, and reflecting on the reasoning process [1, 12]. Among
various critical thinking models [7, 30, 77, 98], the Paul-Elder frame-
work [77] is particularly well-suited for operationalizing in com-
putational systems because it provides a clear, structured mapping
between the Elements of Thought (the components of reasoning
Table 1 (left)) and evaluating its quality using Intellectual Standards
(criteria for evaluating reasoning quality Table 1 (right)). Other
models only introduce limited components (three for Ennis [30]
and six for Bloom [7]) or lack the quality assessment (Toulmin [98]).

Recent HCI research has also begun to shed light on the im-
portance of fostering critical thinking during knowledge work.
Textual critiques and provocations can enhance critical thinking in
AI-supported knowledge tasks [25], while structured group discus-
sions that challenge assumptions improve decision quality [20, 48].
Similarly, AI chat-bots employing Socratic questioning techniques
cultivate deeper reflection and critical thinking [26, 31, 57, 71].
Building on these insights, Criticality structures reasoning traces
into interactive components based on the Paul-Elder framework’s
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Table 1: Paul-Elder Critical Thinking Framework [77]: Elements and Standards for Data-Driven Decision-Making

Element Definition Standard Assessment Criteria

Purpose The overarching goal directing the reasoning pro-
cess.

Clarity Evaluates comprehensibility and precision of reasoning ele-
ments.

Question at Issue The specific problem and sub-problems requiring
resolution.

Accuracy Assesses factual correctness and empirical validity of claims.

Assumptions Underlying beliefs and presuppositions supporting
the reasoning process.

Precision Evaluates the specificity and detail of reasoning components.

Point of View The perspective from which the reasoning is made. Relevance Assesses the degree to which reasoning elements contribute
to addressing the central question.

Concepts Theoretical constructs, definitions, and principles
shaping analytical frameworks.

Depth Evaluates whether reasoning adequately addresses inherent
problem complexity.

Data / Evidence Factual foundation supporting reasoning pro-
cesses.

Breadth Assesses comprehensiveness of perspective and considera-
tion of alternative approaches.

Inferences Logical conclusions derived from available evi-
dence.

Logic Evaluates the internal consistency and validity of inferential
processes.

Implications Both intended consequences and potential unin-
tended effects of proposed decisions.

Significance Assesses whether reasoning focuses on the most consequen-
tial aspects.

Fairness Evaluates reasoning for bias, self-interest, and adequate
stakeholder consideration.

Elements of Thought, and offers interactive guidance to improve
the quality of thinking in each element.

2.2 LLMs, Conversational Interfaces and Limits

of Human-AI Decision-Making

LLMs started as next-token predictors but are now evolving into
systems exhibiting human-like reasoning capabilities [53, 105], en-
hanced by stepwise prompting strategies like Chain-of-Thought [106]
and Tree of Thought [113]. Recent reasoning models (e.g., Ope-
nAI’s GPT o-series [67], Anthropic Claude [2], and Google Gemini
Pro [21]) generate intermediate steps in a reasoning trace before
producing a final answer. While this improves performance on
benchmarked tasks, LLMs remain fundamentally optimized for flu-
ency over factual accuracy [39], often hallucinate [24], fail at com-
plex or unfamiliar reasoning tasks [64, 88], and amplify cognitive
and data biases [28]. Users’ role is also limited as passive readers:
they wait as the model processes the reasoning chain, which grows
with task complexity [79, 117]. This limits users’ opportunities
to inspect, steer, or repair reasoning [80, 109], where reasoning
traces frequently fail to reflect the model’s actual logic or critical
evaluation, reducing transparency and reliability [13, 18, 118].

Most users interact with LLMs through conversational inter-
faces, which are intuitive but limited for decision-making tasks [16].
Initial prompts are often underspecified, typically requiring multi-
turn repair to align on intent [92, 116], and users tend to trust
chat responses more than traditional search results even when
quality is comparable [93, 115]. HCI theory emphasizes that high
automation requires high human control [87], yet conversational
interfaces provide minimal agency. Recent interfaces reveal inter-
mediate reasoning: AI Chains [108] and Stepwise/Phasewise [43]
enable interactive task decomposition, DirectGPT [58] allows direct

manipulation of generated text, and many systems expose step-by-
step reasoning traces via bullet points, tree structures, or interface
components [46, 75, 99].

Criticality builds on these efforts by structuring human-AI
reasoning into explicit steps that users can steer and edit during
the process. It replaces generic reasoning traces with a rigorous
pedagogical framework that assesses and guides specific cognitive
behaviors of both the model and the user. It further evolves the
"human-in-the-loop" paradigm by not only spotting errors, but
auditing each claim and reasoning step in retrievable evidence,
and intellectual standards. Unlike reasoning traces in current con-
versational interfaces and reasoning models, it enables users to
interactively steer, inspect, and verify each step, fostering critical,
evidence-based reasoning and collaborative human-AI decision-
making rather than black-box automation.

3 Formative Study

We conducted a formative study with professionals who routinely
reason with reports often combining text, tables, and visualizations.
Our aims were to (i) understand current workflows and challenges,
(ii) elicit design considerations for LLM-assisted decision-support
systems, and (iii) characterize how people evaluate the AI reason-
ing quality. See supplemental material for detailed examples of
interview materials.

3.1 Participants

Using purposeful sampling [74], we recruited five participants
(P1–P5) by posting on three Slack workspaces frequented by busi-
ness executives and analysts, professionals who often reason with
and make decisions based on data and reports. Participants repre-
sented diverse backgrounds: gender (two women and three men),
from five domains (banking, marketing, consulting, construction,
and finance) who routinely make or influence decisions, with an
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average of 14 years (8-20 years) of experience. Roles included VP of
Business Intelligence, Analyst, Consultant, Enablement Lead, and
Marketing Partner. All had previous experience using conversa-
tional interfaces of LLMs over the past year.

3.2 Procedure & Analysis

This study was conducted in accordance with the internal research
policies of the authors’ affiliated organization, an anonymized com-
pany. All participants provided informed consent, and data handling
practices adhered to the company’s ethics, privacy, and confiden-
tiality standards.

3.2.1 Semi-Structured Interview. (20 mins) Each interview followed
a semi-structured guide. Participants described their background in
decision-making, walked through a recent example, and discussed
how they ensured reasoning quality and trust. We also explored
their prior experiences with LLMs, desired AI roles, and where AI
support would be most beneficial.

3.2.2 Participatory Design Exploration. (15 mins) We then facili-
tated a participatory design exercise around interfaces for human-
AI decision-making. We initially presented participants with a
user scenario of making an investment strategy and walked them
through low-fidelity Figma prototypes showing variations in rea-
soning traces, guidance, and layout. They annotated designs, sug-
gested alternatives, and discussed how each supported their work-
flow. Interviewers also posed user scenario questions to prompt
deeper reflection and design feedback.

3.2.3 Evaluation of AI Reasoning Traces. (10 mins) Participants
rated a sample of LLM reasoning traces using the Paul–Elder frame-
work [77]’s intellectual standards (Table 1(right)) on a 5-point Likert
scale. They thought aloud about their evaluations and what im-
provements could raise each rating.

3.2.4 Analysis. Each session was transcribed and thematically an-
alyzed. We iteratively clustered themes along workflow strategies,
user challenges, and co-design feedback.

3.3 Findings

3.3.1 Workflows & Challenges. We observed four recurring parts
to the workflow with corresponding pain points:

[C1] Scoping & alignment (3/5; P2,P3,P4). When collaborating
as a team, people iteratively clarify goals, stakeholders, and
constraints; with LLMs, this becomes slow prompt–response
repair. “The most difficult part is to understand their require-

ment... that’s the key." (P3) “I ask a lot of questions... to really
understand them." (P1) Participants wanted proactive clarifi-
cation “I want it [LLM] to act like a concierge. Ask clarifying

questions with options. Solving the wrong problem faster is

still the wrong problem." (P5).
[C2] Referencing behavior (2/5; P1,P5). Decisions rely on in-

specting original data sources (dashboards, sheets, slides).
For example, P2 noticed that for a conference “VP registration
is down 46% ... here are the accounts with VPs that haven’t

registered yet [to reach out to with the next marketing mes-

sage]." “KPI signals show this [construction] job’s got issues...

that drives what resources we need to allocate and change to-

day." (P4) However, linking claims to precise anchors (cell,
filter state, figure) is tedious, and conversational interfaces
cite reports but not exact locations, undermining trust in
data and stakeholder persuasion. As P5 said, “I want the refer-
ence. If I uploaded a PDF, show me exactly where, which table

and which data point.”

[C3] Interacting with long outputs (2/5; P1,P2). Traditional
workflows, as well as those with LLMs, can have multiple
artifacts generated over the course of multiple back-and-
forthmessages. This can be verbose andmeandering in terms
of context carryover as well as task focus. Users struggle
to navigate and make sense of this: “This feels like scribbled
notes, not thoughtfully written and clear." (P2) “I don’t know
what I’m reading... it feels disconnected from what I need" (P3)

[C4] Considering alternatives & assumptions (3/5; P1,P2,P5).
Participants need visible assumptions, uncertainty, and ex-
plicit option comparisons across criteria to judge quality
and defend choices. As P5 said, “How do I know it’s really

34–42%... how did that number come to exist? Is it hallucinat-

ing?" Provide caveats and what’s beyond scope; suggest who to

talk to."

3.3.2 Preferences and Challenges when using the Critical Thinking
Framework for Structuring, Assessing, and Guiding Reasoning Traces.
When interacting with low-fidelity prototypes where the reasoning
trace was represented as the elements of thought in Paul-Elder’s
critical thinking framework, all five participants preferred it to the
reasoning traces they had previously experienced in conversational
interfaces to LLMs. Participants described the framework as “a clear
map of how the model is thinking" (P2) and “something I can follow,
not just a wall of text" (P1). “It’s covering all the important aspects,

making sure we don’t have any blindspots or biases." (P2)
All participants also favored integrating intellectual standards–based

assessments and guidance directly within each reasoning element,
rather than displaying feedback in a separate panel. “If it’s embed-

ded right there, I can fix it on the spot instead of hunting for what

it’s talking about." (P4) In terms of guidance style, four of the five
preferred receiving guidance as direct action recommendations. “I
like when it gives me a concrete next step instead of a question. It saves

time and feels like it’s collaborating. (P4) “Actionable feedback is way
more helpful than asking me vague why questions."(P1) One of them
preferred Socratic questioning. “Sometimes I want it to prompt me

to think deeper on why I made that assumption or choice, and I can

address it how I want." (P3) while none preferred receiving provoca-
tions, describing these styles as “confrontational" and “unhelpfully

vague".
However, participants also identified limitations. Some partici-

pants desired evidence-based reasoning support to know whether
or not each reasoning step was grounded in the source report. “I
love the structure, but how do I know it’s not making this up? Show me

where that’s from in the report.” (P1) Similarly, P5 added, “If I upload
a report, I want to see exactly which table or paragraph supports that

claim." Another challenge was wanting increased interactivity to
steer and repair each element: “This is great. I love how it breaks

down the reasoning, but I want a way that I can step in and correct

it." (P3) Participants also wanted support for an executive summary
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Figure 1: (left) ChatGPT 5 Pro, where the reasoning process took about 5 minutes (A) and produced a reasoning trace with

limited interactivity (B). (right) Criticality with the same prompt and report (C), incrementally produces an interactive

reasoning trace (D). Reasoning is based on evidence retrieved from the report, where clicking on an evidence link navigates

to the exact passage in the report panel (E). The intellectual standards’ heatmap strip shows the quality of reasoning in that

element (F).

that distilled the reasoning trace into an output they could present
to their stakeholders and collaborators. “Give me a summary that

keeps the evidence links. I need to defend my decision later to my

team." (P4) “At the end of the day, I need something I can show my

VP—a clear, defendable takeaway." (P3)

3.3.3 Evaluation of Reasoning Traces. We also collected the ratings
and the underlying reasoning from the participants for the LLM
reasoning traces and converted them into a few-shot prompts used
to score the decision-criterion pair. The detailed formulation of the
scores is described in Section 4.3.4 (see Supplementary Materials
for few-shot prompts).

3.4 Design Considerations for Human–AI

Decision-Making Systems

Grounded in these findings and in related work, we list our core
design considerations:

[D1] Structure reasoning into transparent, interactive steps

that support early alignment and iterative steering.

[C1, C3] [16, 79, 87] LLM-assisted decision-making systems
should proactively clarify user goals through early and con-
tinuous alignment loops. Reasoning should be externalized
into structured, inspectable elements that users can itera-
tively clarify, correct, or refine. Systems should also support
non-linear navigation and preserve traceability of edits so
users can understand how earlier steps influence final out-
comes.

[D2] Ground reasoning in verifiable, linked evidence, main-

taining transparent claim–evidence traceability. [C2]
[14, 29, 101, 103, 112] To strengthen trust and accountability,
each claim should be linked specific evidence and indicate
whether that evidence supports, contradicts, or remains neu-
tral.

[D3] Embed ongoing, adaptive guidance to improve reason-

ing quality and reflection. [C4] [13, 25, 40, 48, 118] Guid-
ance grounded in intellectual standards (e.g., clarity, logic,

fairness) should appear within each reasoning step, combin-
ing actionable recommendations with reflective prompts. To
help users monitor and improve reasoning quality through-
out, systems should visualize this at each step.

[D4] Summarize decision and rationale for communication

[C1, C4] [44, 63, 70, 85]. The decision-making goal, explored
alternatives, underlying rationale, supporting evidence, and
any trade-offs considered should be summarized in a report.
To support audit-ability during stakeholder communication,
the report should preserve interactive evidence links and sur-
face key assumptions, trade-offs, and implications, enabling
downstream users to quickly inspect and verify reasoning.

4 Criticality

Following the design guidelines derived from the formative study,
we developed the Criticality system.

4.1 User Scenario

Consider Marcus, a senior undergraduate student studying com-
puter science, exploring which specific field to pursue and what
skills to develop for his future career. Wanting to base his deci-
sion on credible insights, he consults the World Economic Forum’s
Future of Jobs Report [107], a 290-page report aggregating the per-
spectives of over 1,000 global employers, across 22 industry clusters
and 55 economies, outlining workforce transformations, emerging
job categories, in-demand skills, and industry disruptions through
2030, and presenting these insights as visualizations, infographics,
data tables, and text.

Wanting to make a sound career decision, Marcus attempts to use
ChatGPT-5 Pro (Figure 1(left)), which offers multi-step reasoning
and promises “research-grade intelligence". After prompting, he
has to passively wait and watch as the model reasons step-by-
step for many minutes. Upon receiving a lengthy output, he feels
overwhelmed [C3]. He is unsure if it considered all alternatives,
diverse perspectives, and implications of different options, but the
information overload forces him to focus on making sense of the
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output instead of critically engaging with the content [C4]. Wanting
to trace how the output is based on the report content, he clicks
on the in-line citations, but they just reference the entire report,
leaving him unsure about the model’s evidence base [C2]. Reading
the output, he realizes that he needs more specific job descriptions,
so he revises his prompt to include his major as criteria [C1].

Feeling frustrated with his limited agency, and not wanting to
wait longer, Marcus switches to Criticality (Figure 1(right)). He
enters the same prompt and report. Within seconds, Critical-
ity processes the prompt and report, and displays its interpretation
of his Goal, allowing him to verify and edit for alignment before
proceeding, saving time and tokens on irrelevant subsequent steps.
A red icon in the intellectual standards’ heatmap strip indicates
a lack of Precision in his Goal. Hovering reveals a suggestion to
specify the roles, careers, or industries he is targeting (Figure 2).
Marcus clicks auto-fix, reviews the proposed edit that adds ‘technol-
ogy roles emphasizing leadership, continual learning’, and finding
that it aligns with his context, approves it. The icon turns green.
Satisfied with the refined goal, he clicks the check mark to continue.

Following Criticality’s reasoning trace, Marcus reaches the
Listing Assumptions step, which lists the LLM’s assumptions (Fig-
ure 3). Some are initially toggled off due to contradictory evidence
in the report. Curious why the assumption ‘Technical skills can be
acquired and mastered within...’ is toggled off, Marcus clicks on the
retrieved evidence classified as weakly-contradicting, which takes
him directly to that visualization in the report. Thinking that the
claim should reflect his current situation rather than the report, he
activates the assumption so that it can be included in his and the
LLM’s reasoning process.

Further along Criticality’s reasoning trace, the Comparing

Options element presents a decision matrix (Figure 4) of career
options and criteria derived from previous elements in the reasoning
trace. Marcus adjusts criteria weights via sliders, and the system
dynamically re-ranks options to highlight those best aligned with
his preferences. Wondering why ‘AI/ML Specialization’ scores low
on ‘Skill Acquisition Speed’, he inspects its scoring breakdown
and sees that contradictory data reduced the score’s confidence
(Figure 4D).

Subsequent elements in the reasoning trace, Insights & Take-

aways and Implications (Figure 5), help Marcus reason through the
consequences of each choice. The former distills key insights from
the matrix, flagging those with quality issues that Marcus can tog-
gle off; the latter outlines short-, mid-, and long-term implications,
helping him understand each option’s broader outcomes.

After aligning on every element in the reasoning trace, Criti-
cality presents an Executive Summary (Figure 6), condensing the
reasoning process into a concise recommendation, a rationale with
trade-offs with alternatives and evidence. Clicking on highlighted
keywords lets Marcus trace each suggested decision back to its
evidence from the report. Reviewing the summary, Marcus feels
confident in his decision and the reasoning behind it and begins
planning his next steps toward achieving his career goals.

4.2 System Features

Incorporating the design considerations from the formative study,
Criticality provides four core features that support critical rea-
soning and the data-driven aspect of decision-making tasks.

4.2.1 Elements of Thought [D1]. According to Paul-Elder’s frame-
work, all reasoning can be decomposed into elements of thought,
which form Criticality’s reasoning trace. As there is a natural
order in which some elements are clearly defined before others
(e.g., purpose precedes consequences), we sequentially generate the
elements of thought following the logical order in [77]. Users can
edit each element to ensure alignment and quality of reasoning. For
instance, users can toggle one of theAssumption element by clicking
on the toggle button, or edit using the edit pen (Figure 3C). In con-
trast to the typically inaccessible, immutable, and non-aligned inter-
nal reasoning traces of LLMs [18], Criticality generates reasoning
traces through conversation, making them accessible, steerable, and
well-aligned with the overall context.

4.2.2 Heatmap and Guidance System Based on Intellectual Stan-
dards [D3]. On every element, a heatmap strip of nine icons pro-
viding an overview of the element’s quality of thought assessment
based on nine intellectual standards (Figure 1F). Red indicates major
areas needing improvement, yellow signals minor issues, and green
shows all content meets the standard.

Hovering over any heatmap indicator reveals targeted feedback
specific to that intellectual standard and element’s content(see
Figure 2). Notification pills above the element’s content blocks
highlight the most critical areas and hovering over them displays
actionable guidance to support critical thinking.

4.2.3 Evidence-based Reasoning [D2]. To ensure reliable and trust-
worthy chains of critical reasoning, we implement direct linking
between evidence and elements of thought. Criticality retrieves
relevant report snippets and systematically evaluates whether they
support or contradict each assumption, point of view, inference, and
implication within the reasoning elements. The result is presented
as a thin stacked bar chart, which represents the distribution of ev-
idence, notifying users about the data document’s level of support
for the element (Figure 3A). Evidence is shown on a five-level scale:
dark green for explicit support, light green for implicit support,
gray for neutral, light red for implicit contradiction, and dark red
for explicit contradiction. In the interface, "explicit" and "implicit"
were simplified to "strong" and "weak" for improved clarity.

In addition to the stacked bar chart, Criticality also offers
guidance through pre-filtered selections. When contradicting ev-
idence is detected in the data or when the number of supporting
evidence is insufficient, that element is automatically deselected by
default and shown with low opacity (Figure 3A). Also, all elements
are reordered based on the evidence supportiveness, where those
strongly supported by the data rise to the top. This process guides
the user, ensuring that only evidence-backed results are passed to
generate the next element, thereby maintaining the integrity of the
reasoning chain.

4.2.4 Decision Matrix [D1, D2]. The decision matrix (Figure 4)
is presented as the sixth element, allowing users to compare and
evaluate possible decision options, following the design of prior
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Figure 2: The guidance-based content auto-fix interaction. Hovering over the red icon, a guidance snippet appears as a tooltip

(A). On pressing the auto-fix button (B), Criticality suggests the fixed content and contrasts it to the existing content (C).

When accepted, the system re-evaluates the quality of the fixed content (D).

B

A

C

D

Figure 3: Assumptions having insufficient supporting evidence from the data are toggled off by default shown as low opacity

(A). The user can inspect the individual evidence (B) and override the decision based on the assumption and decision-making

context (C). Only the contents that are toggled on are used to generate the next elements (D)

works [50, 69] that provided interactivity and affordance. Each cell
of the matrix corresponding to the decision option and criterion
pair is colored according to a heatmap, representing the score of
how advantageous the decision option is in terms of the criterion.
When the user clicks on a specific cell, the score distribution view
(Figure 4D) appears, allowing the user to observe how the score
is calculated based on the evidence and intellectual standards of
critical thinking. The detailed composition and formulation of the
score are described subsequently in Section 4.3.4.

Each criterion has a relative weight value [1-10], reflecting the
user’s context and preference for prioritizing options. As the user

modifies the weight with a slider, the rows are dynamically re-
ordered so that the most relevant and significant criteria appear at
the top. At the same time, the overall score for each decision op-
tion is calculated as a weighted sum of all scores on each criterion,
where the options with higher scores are sorted to the left.

4.2.5 Executive Summary [D4]. After going through the reason-
ing trace elements, Criticality generates an Executive Summary

that synthesizes the reasoning trace into a concise argumentative
narrative. It integrates key insights from each element of thought
and highlights the highest-scoring decision options from the de-
cision matrix. The summary presents structured reasoning in a
format suitable for stakeholder communication while maintaining
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Figure 4: The Decision Matrix (A) shows the decision options and criteria to compare those. Users can adjust the criteria

importance with the slider (B), which automatically reorders the matrix layout (C). Selecting a score cell opens the score

breakdown modal (D), which shows the decomposition of the overall score into scores of user preference, critical thinking, and

evidence distribution.

evidence links for transparency. Users can click references within
the summary to navigate back to specific reasoning elements or
report sections, maintaining full transparency and auditability of
the decision-making process (Figure 6A). The executive summary
thus serves as both an entry point for a deeper exploration of the
reasoning trace and a deliverable for shared understanding among
stakeholders.

4.3 System Architecture

Criticality operationalizes the Paul-Elder Critical Thinking Frame-
work [77] to scaffold AI-assisted decision-making through a se-
quential processing architecture described in Figure 7. The system
accepts a user prompt and a report as input. The Document Indexer

processes the input report to enable evidence retrieval through-
out the reasoning process. The Reasoning Trace Generator then
produces Elements of Thought in logical sequence (purpose, key
questions, assumptions, perspectives, concepts, decision matrix,
inferences, and implications, allowing users to intervene and steer
the reasoning before subsequent elements are generated. As each
element is produced, two parallel processes evaluate its quality:
the Intellectual Standard Evaluator assesses reasoning against nine
dimensions (clarity, accuracy, precision, relevance, depth, breadth,
logic, significance, and fairness) and displays visual indicators as
heatmap strips for potential issues (Figure 1F), while the Evidence
Retriever searches indexed reports for related content and classi-
fies passages as supporting, neutral, or contradictory to generated
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Figure 5: (left) Insights and Takeaways show possible inferences derived from the decision matrix. (right) Implications outline

potential consequences organized by the temporal scope (short, mid, and long-term)

A

B

C

D

Figure 6: The Executive Summary (A) consolidates reasoning across all generated elements. Users can click keywords or use the

right panel dropdown to view detailed evidence supporting or contradicting each decision option against the selected criterion

(B). Clicking any evidence in the list (C) opens the Evidence Viewer (D), which highlights the relevant section in the data report.

claims. These evaluations inform a Guidance and Recommendation
Loop that provides actionable suggestions for improving reason-
ing quality and presents evidence distributions for user validation.
Usersmaintain full control to accept, modify, or reject any generated
content throughout this iterative process. After passing through
all elements of thought, the system concludes by generating an

Executive Summary that synthesizes the critical thinking elements
into a cohesive decision recommendation supported by evidence
and acknowledged trade-offs. Please refer to the supplemental ma-
terials for detailed prompts, including a few-shot example derived
from the formative study.
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Figure 7: The system architecture overview. The system ac-

cepts user prompts and reports, indexes the data, and gener-

ates Elements of Thought sequentially through a Reasoning

Trace Generator. Then, it evaluates each element via paral-

lel quality assessment (Intellectual Standards) and evidence

retrieval processes. Users can steer and repair the reasoning

at each step through an interactive guidance loop before the

system produces a final Executive Summary.

4.3.1 Document Indexer. When a user submits a report, it under-
goes automated processing through a document parser (LlamaParse
[54]) that converts the file into structured markdown format. The
parser preserves page numbers from the original report to enable
evidence-linking while maintaining inter-page context for multi-
page visualizations or tables. Visualization elements are converted
into data tables to help with indexing and retrieval. The parsed
content is then chunked into manageable segments based on its se-
mantic structure and the constraints of the embedding model. These
chunks are converted into embeddings and indexed for efficient
retrieval during the reasoning process.

4.3.2 Evidence Retrieval & Evaluation. To ensure reliable critical
reasoning, each generated assumption, point of view, inference,
and implication must be grounded in verifiable evidence from re-
ports [D2]. While the LLM processes document context to generate
reasoning elements, we implement a pipeline to verify that sup-
porting evidence exists and assess its strength. When the LLM
generates a reasoning statement, Criticality uses it as a semantic
query to retrieve relevant evidence from the document corpus. The
statement is converted into a text embedding using OpenAI’s text-
embedding-3-large model, then matched against indexed document
embeddings using cosine similarity to retrieve the top-k most rele-
vant snippets (k=10). Each retrieved evidence snippet is evaluated
by a separate LLM that classifies the relationship between evidence
and claim into five categories: [explicitly supports, implicitly sup-
ports, neutral, implicitly contradicts, or explicitly contradicts]. This
assessment captures nuanced relationships, enabling users to gauge
the strength of evidence that supports their reasoning and access
relevant report sections directly for details.

4.3.3 Guidance Generation&Automated Fix. Each element of thought
content (shown as gray blocks in Figure 8 undergoes quality as-
sessment against the nine intellectual standards of the Paul-Elder
Framework. We adopted an LLM-as-a-judge approach where the
assessment criteria are clearly embedded in the prompt to increase
reliability [35, 111].When the evaluator LLMprocesses an element’s
content block, it returns a binary evaluation (‘poor’ or ‘acceptable’)

for each standard along with specific guidance on content improve-
ment. This creates a direct feedback loop, allowing users to identify
weaknesses and receive actionable recommendations [D3].

As users modify content based on guidance, the revised text
is automatically re-evaluated by the LLM to verify that changes
address the identified issues. This iterative process ensures that
user edits align with critical thinking principles and that quality im-
provements are measurable. When multiple guidance items require
attention simultaneously, users may experience cognitive overload
from managing numerous improvement suggestions. To address
this, we provide an auto-fix feature (Figure 2) that consolidates all
guidance recommendations and automatically generates revised
content addressing the identified issues. Users retain control by re-
viewing the proposed changes and choosing to accept or reject the
modifications, maintaining human agency while reducing cognitive
burden in complex reasoning scenarios.

4.3.4 Automatic Scoring of Decision Matrix. Once the decision cri-
teria and options are established, Criticality initially generates
cell scores (𝑆𝐶 ) for each matrix cell by combining two complemen-
tary assessments: critical thinking quality and evidence strength
(see Figure 4E).

The critical thinking score 𝑆𝐶𝑇 (𝑖, 𝑗) evaluates how well de-
cision option 𝑖 can be justified against criterion 𝑗 using the nine
intellectual standards. We employ an LLM-as-a-judge approach,
where the evaluator produces scores from 1 to 5 for each standard
given the rubric, including the examples crafted from our formative
study. The individual standard scores are averaged to produce the
critical thinking score.

The evidence score 𝑆𝐸 (𝑖, 𝑗) quantifies how strongly the reports
support each option-criterion pairing. Our system retrieves the
top-𝑘 relevant evidence snippets and classifies their relationship
to the claim into five levels: explicitly supporting (+2), implicitly
supporting (+1), neutral (0), implicitly contradicting (-1), or explic-
itly contradicting (-2). These classifications are averaged across
retrieved evidence.

Both scores are normalized to a 1-5 scale using criterion-level
min-max scaling, then averaged to produce the cell score (𝑆𝐶 )

𝑆𝐶 (𝑖, 𝑗) =
1
2
(
norm(𝑆𝐶𝑇, (𝑖, 𝑗)) + norm(𝑆𝐸 (𝑖, 𝑗))

)
(1)

The overall weighted cell score (𝑆) for each option-criteria pair
is calculated as a weighted average across cell scores:

𝑆 (𝑖, 𝑗) =
∑

𝑗 𝑤 𝑗 · 𝑆𝐶 (𝑖, 𝑗)∑
𝑗 𝑤 𝑗

(2)

where𝑤 𝑗 is the user-adjusted weight for criterion 𝑗 ranging from 1
to 10. This approach ensures decision recommendations are both
logically sound and empirically grounded in the available evidence.

4.4 Implementation Details

Criticality is built as a full-stack web application composed of a
Next.js front-end [102] and a Flask-based Python backend [82]. The
frontend is built with React 18 [62], utilizing Recharts for bar chart
components [97]. The backend uses both OpenAI’s GPTmodels and
Anthropic’s Claude APIs for LLM tasks, including structured text
extraction and Elements of Thought reasoning through carefully
crafted prompt templates. We used the Anthropic Claude 4 Sonnet
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Figure 8: Detailed architecture diagram that expands Figure 7, illustrating how the prompt text and user-provided data are

processed through our system. The Document Indexer parses, chunks, and stores the data document in a vector storage for

evidence retrieval. The reasoning trace generator sequentially generates the elements of thought in a predefined order. The

user iteratively reads and improves each block’s content by referring to the guidance of the intellectual standard evaluator. At

the end of the critical reasoning, an executive summary is generated that summarizes the elements and the content of the

decision matrix.

model [2] without extended reasoning for generating elements of
thought and the GPT-4.1 model from OpenAI [67] for the LLM-as-
Judge evaluation phases to prevent self-preference bias [76, 104].
The Python FAISS library [41] is used for vector similarity search
with OpenAI embeddings, enabling efficient evidence retrieval from
the uploaded report. The backend implements asynchronous pro-
cessing with Pydantic [23] to lower latency and ensure data vali-
dation. See supplemental materials for Criticality’s source code,
including prompts and rubrics for assessment and scoring.

5 User Evaluation Study

To investigate the effects of Criticality’s scaffolds for human-
AI decision-making, we conducted a within-subjects study with
13 participants making a decision using Criticality and making
another decision using a state-of-the-art reasoningmodel embedded
in a popular conversational interface. Specifically, we wanted to
examine each system’s effects on (i) user experience, (ii) interaction
patterns and workflows, (iii) cognitive processes, (iv) trust and
confidence in the decision-making process, as well as the blind-to-
condition expert evaluations of decision rationale quality.

5.1 Baseline Condition

We used ChatGPT 5 Pro as our baseline condition because the model
offered the strongest reasoning performance and was embedded in
the popular LLM conversational interface ChatGPT. Also, it pro-
vides the model’s internal reasoning trace, like Criticality, but
without logical structure, user interaction, and explicit evidence
linkage. Our formative findings and prior research indicate that
flexible conversational LLM interfaces are already widely adopted
by decision-makers, making this a practical and representative
baseline. To ensure a controlled comparison, we did not enable
web search or Deep Research modes, as these rely on external
information retrieval rather than reasoning over the provided mate-
rials—potentially introducing variability unrelated to participants’
decision-making processes.

5.2 Tasks

Participants completed two decision-making tasks—one using Chat-
GPT 5 Pro and another using Criticality. Each participant selected
two of five available scenarios, adapted from recent industry and
government reports, completing one scenario per condition to mit-
igate carryover effects. Each task took approximately 25 minutes.
Participants were instructed to act as consultants preparing recom-
mendations for stakeholders based on the provided reports. Their
deliverable were a decision, their rationale, supporting evidence
from the report, and consideration of trade-offs and alternatives.

Participants were allowed to freely choose their report below
to encourage engagement and reflect personal interest. All reports
were published within a year to ensure that the scenario is realistic.

(1) HR Strategy: Automation implementation decisions based
on Bond Capital AI trends report [9]

(2) Educational Strategy: Curriculum development for emerg-
ing skills based on the Bond Capital AI & Universities re-
port [8] and AI and future of teaching and learning report
from the US Department of Education [100].

(3) Career Planning: Professional field selection informed by
World Economic Forum Future of Jobs report [107]

(4) Marketing Strategy: Channel optimization decisions utiliz-
ing McKinsey Sporting Goods 2025 report [60]

(5) Investment Strategy: Portfolio focus area determination
based on McKinsey Competition Arenas report [61]

5.3 Participants

We recruited 13 participants (4 females) from three Slackworkspaces
frequented by business executives, analysts, and consultants, and
university mailing lists. Participants represent diverse domains,
including technology, finance, consulting, academia, and education.
The majority (11/13) had over one year of experience using LLMs. In
their professional work, most participants (10/13) used LLM-based
tools daily or weekly, with the remaining three using them less
than once a month. Regarding their use of data in making decisions,
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(11/13) participants reported daily engagement with data or reports,
while one reported monthly and one reported yearly engagement.

5.4 Procedure

This study was conducted in accordance with the internal research
policies of the authors’ affiliated organization, an anonymized com-
pany. All participants provided informed consent, and data handling
practices adhered to the company’s ethics, privacy, and confiden-
tiality standards.

Before the main session, participants completed a pre-screening
survey covering professional background, decision-making expe-
rience, frequency of LLM usage, and typical decision-making ap-
proaches in professional contexts. Among 71 submissions, we ini-
tially selected 20 participants based on various factors, including
occupation, decision-making frequency, and LLM usage patterns.
We prioritized business professionals over students and those who
frequently use LLMs in data-driven decision-making. However,
only 13 made it to their study appointments.

At the beginning of the study session, participants verbally
consented to recording audio and screen; all study sessions were
conducted over a video-conferencing call. Each session consisted
of two decision-making task sessions, with condition order coun-
terbalanced across participants to control for order effects. Each
task session followed a standardized structure: participants first
received a tutorial for the system (5 mins). Then they worked on the
decision-making task (25 min) using the assigned system. Immedi-
ately following task completion, participants completed a post-task
questionnaire (5-10 mins) assessing system usability, decision con-
fidence, and perceived quality of critical thinking support.

Upon completion of both conditions, a semi-structured inter-
view (5 mins) was conducted to elicit detailed reflections on user
experience, strategic approaches to system utilization, and ratio-
nales underlying stated preferences. Throughout the experimental
session, participants were instructed to verbalize their thought pro-
cesses using a think-aloud protocol. All sessions were recorded
using screen capture software for subsequent analysis and review.
The complete session required approximately 75 minutes.

5.5 Measures

5.5.1 Interaction Patterns. We collected comprehensive interac-
tion logs with millisecond-precision timestamps. For Criticality,
we logged all interactions and analyzed them categorically as: (i)
Workflows i.e., sequence and time allocation across elements of
the reasoning trace; (ii) Evidence actions, such as examining the
evidence stacked bar charts or navigating to parts of the source
report from the reasoning trace; and (iii) Steering actions, such as
guidance-based content edit or content selection toggle. For Chat-
GPT 5 Pro, we recorded all conversational interactions, such as a
prompt formulation and refinement, clicking ’Details’ to examine
reasoning trace, and starts and stops to reasoning trace.

5.5.2 Self-Reported Scales. Post-task questionnaires assessed user
experience using five-point Likert scales across three sections: (i)
Tool performance measuring usability, learnability, interactivity,
alignment, transparency, steerability, and repairability; (ii) Cogni-
tive effects measuring perceived critical thinking support, confi-
dence, and trust in system usage; and (iii) Intellectual standards

based on Paul-Elder’s framework [77], excluding Accuracy (covered
in the confidence measures). Usability items were adapted from the
SystemUsability Scale [6]. Five-point Likert formats are widely used
in HCI user studies for self-reported usability, workload, and trust
measures (e.g., SUS, NASA-TLX derivatives), as they reduce cogni-
tive load, which can occur when non-expert respondents are asked
to discriminate across finer scales, while maintaining consistency
with established evaluation instruments [6, 11]. See supplemental
materials for surveys.

5.5.3 Thematic Analysis. Our qualitative analysis included open
coding, focused coding, and thematic clustering [15]. The two au-
thors independently coded two randomly chosen study session
videos through open coding. They discussed emerging themes and
agreed on a common vocabulary. Once they identified similar codes
and themes with no significant discrepancies, they finalized the
coding scheme and shifted to a focused coding approach.

5.5.4 Quality of Decision Rationales. Two evaluators, decision-
makers from the formative study, blind to condition, assessed the
quality of participants’ decision options and rationales using vali-
dated rubrics derived from the Paul-Elder framework. Responses
were rated on 7-point Likert scales across: (i) Overall Critical Think-
ing, (ii) Evidence-based Reasoning, and (iii) Quality assessed with
Intellectual Standards. The inter-rater reliability was 0.86 (Cohen’s
Kappa). A seven-point scale was used to enable finer distinctions
among essays that may differ subtly across multiple criteria, particu-
larly when raters are calibrating across multiple responses. Previous
HCI studies suggest that increasing the number of scale points to
seven can improve inter-rater discrimination without decreasing
reliability when raters are guided by rubrics [11, 59].

6 Findings

We wanted to qualitatively understand the effect of interactive
reasoning traces and the critical thinking framework applied in
Criticality. We also introduce exploratory statistical results to
suggest further work on generalizable results with sufficient sample
sizes.

6.1 User Preference and Overall Experience

After using both systems, participants were asked about their pref-
erences. 11/13 participants said they preferred Criticality’s ap-
proach to scaffolding reasoning with evidence-based reasoning and
critical thinking elements and standards, compared to the Base-
line. The core feature the participants praised was transparency
and control during the process and in the output. Although par-
ticipants recognized that the Baseline’s slow responses stemmed
from its lengthy reasoning chain, they still desired more interactive
feedback, clearer guidance on how to improve, and precise links
to supporting evidence. As P5 put it,“Criticality feels like AI that
thinks with you, not for you."

“Chat’s [ChatGPT’s] answer is not even close. And, the

user isn’t experienced enough to realize that. And for

me this approach [Criticality ] is much much better.

If the user is inexperienced, he’s still going to get a bad

answer. But this [Criticality ] is going to say, well I

took these suggestions to say, "Hey, did you think about
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this? Is this important to you?" Even though it didn’t say

it in those words, but it’s asking those questions back to

me, and it’s making me think, yeah, that’s important

or yeah not so important. So I think that’s a good thing.

I think that’s a very good thing." – P3
“Right now [ChatGPT] feels like a Burger King cashier.

Where Burger King is have it your way. I get what

I’m asking for but there’s no back and forth. I want a

concierge-type experience, where you go to the concierge

and they say “Interesting, what’s your budget? Are you

walking or driving? Is it just you or is it a group? What

kind of food do you like? Do you want local or chain?"

It’s that back and forth where you feel like you are part

of that decision-making process, because you might not

even think about some of the things that you should be

thinking about." – P4
“I feel like the industry is coming up with 40 different

UIs for AI. And I think this one could be used in a lot of

those, not just for decision-making. This flow is great. I

want a standardized UI, even if I’m not working with

data reports or making a decision, but say analyzing

data, and I think it should be this one." – P1

6.2 Interactive Steering and Repair

Participants’ ratings (Figure 9) suggest that Criticality serves as
a more repairable, steerable, interactive, aligned, and transparent

system than the Baseline. Although the ratings themselves can
not prove strict superiority over the baseline, they suggest that
Criticality’s core features successfully gave users more direct
control during the decision-making process. This was achieved
while maintaining comparable foundational usability. No signifi-
cant differences were found between conditions for Usability and
Learning Curve. This suggests that participants did not perceive
higher effort, even though Criticality consisted of significantly
more features and the Baseline’s interface is popular, which indi-
cates that the learning barrier for Criticality is minor and that
the system’s advanced features were added without sacrificing ease
of use.

Participants were generally unsatisfiedwith the lack of interactiv-
ity, steerability, and repairability in the Baseline. (12/13) participants
examined the reasoning trace by clicking on the ‘Details’ button.
They could only steer and repair the conversation through prompts.
They noted the process’s lack of steerability and repairability, par-
ticularly when it involves the highest level of reasoning, which can
take a long time. “I’m left with a blank sheet of paper. If you want

a better answer, ask a better question.” (P3) “Wish I could change

during the six minutes." (P1) The only affordances to steer and re-
pair were the stop button, which (1/13) participants used due to
the long execution time, and none of the participants repaired their
original prompt. (8/13) participants issued follow-up prompts to
better understand the LLM’s reasoning or restructure the output.

When using Criticality, all participants generally followed a se-
quential pattern from the purpose element to the decision matrix, as
guided by the system (see Figure 10). However, some participants
(e.g., P2, P8) frequently revisited previously generated elements
after reaching the decision matrix. This illustrates the reflection

centered on the decision matrix, which plays a key role in decision-
making, by listing and comparing multiple decision options and
criteria. Also, a few participants (e.g., P10, P11) showed a similar
pattern at an earlier stage when the purpose and question at issue
were generated. Reflection in the earlier stage could be a core strat-
egy to better understand the goal and sub-questions that the user is
currently targeting, which are often lost during long conversations
with LLMs [22].

When using Criticality, participants attempted to edit most
elements of thought, with the highest number of edits being made
in the Assumptions and Purpose (Figure 11). A few participants at-
tempted to add (2/13) or remove (1/13) content by pressing the ‘Add’
or ‘Remove’ button. The steering actions were done based on par-
ticipants’ preference or experience, where P4 edited the ‘purpose’
element directly to sharpen the goal “Let’s be bold. . . target salary
over 200k... confirm.", and used the add button within assumptions to
capture a real-world constraint “Add the assumption... the person is

not willing to relocate... confirm it.” when working on deciding what
job to pursue. This also appeared in the decision matrix, where
(12/13) participants adjusted the sliders multiple times (M=7.46,
SD=6.17) to match their preference.

Each element of thought is assessed for quality of critical think-
ing using Paul-Elder’s intellectual standards (Table 1 (right)). While
interacting on each element, participants frequently examined the
intellectual standards strip (M=8.94, SD=13.41) while reading the
provided suggestions (M=4.65, SD=7.64). They also repaired the
element either manually (M=2.77, SD=2.78) or through the auto-fix
feature (M=2.46, SD=3.0), while steering the context by toggling the
contents (M=1.29, SD=1.00). Figure 11 shows the average number of
manual modifications, automatic corrections, and the normalized
selection toggle actions across the elements.

Also, individual differences were observed in the interaction pat-
tern. When guided by the intellectual standards, some participants
chose to fix the content manually. “It’s telling me it’s, Things are

too vague out there. I gotta define things." (P3 fixing assumptions)
However, some participants relied on auto-fix in a similar situation
to reflect multiple guidances at the same time. “Maybe I’ll try auto-

fixing it... Okay, Okay, this looks good, so I’ll accept it." (P12 fixing
purpose)

6.3 Evidence-Based Reasoning

Surfacing evidence underlying a claim plays a crucial role in shap-
ing how people trust the reasoning of a system. Among the nine
elements of thought displayed in Criticality’s reasoning trace,
six displayed retrieved evidence from the data report. On aver-
age, participants opened and analyzed the report’s evidence for
each element of Criticality (M=6.1, SD=6.46) times, the majority
in the Decision Matrix (M=5.80, SD=8.83), followed by Assump-
tions (M=4.3, SD=5.06). However, this varied considerably by user
preference: some frequently checked the report to manually ver-
ify whether the extracted evidence existed and aligned with the
supporting claim’s context, whereas others trusted the evidence
retrieval algorithm and relied solely on the aggregated stacked bar
chart, which showed the distribution of evidence types (supportive,
neutral, contradicting). Criticality supports per-claim verifica-
tion in the flow of work, which was often used for navigating the
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Figure 9: Average ratings (1–5) with 95% confidence interval comparing ChatGPT and Criticality. Each chart illustrates the

users’ reliance on output (e.g., critical thinking, trust), tool performance (e.g., usability, transparency), and the quality of critical

reasoning (e.g., clarity, depth, fairness). Criticality generally scored higher across all sets of measures, and asterisks show a

statistically significant advantage using the Wilcoxon signed-rank test (*: p<0.05, **: p<0.01, ***:p<0.001).
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Figure 10: Interaction timelines of participants. While some

participants (e.g., P6, P9, P12) followed a linear reasoning

path, others (e.g., P1, P2, P8, P11) engaged in non-linear iter-

ation, revisiting earlier components. The triangle marks in-

dicate back-tracking moments, where participants reviewed

and refined previously generated elements. The first three

elements (Purpose, Questions, and Assumptions) and the De-

cision Matrix mark pivotal reflection points, fostering users

to revisit and iterate on previous reasoning in an otherwise

sequential workflow.

hundreds-of-pages-long reports in a contextual per-claim manner
“I’m going from 50 pages to get this focus here." P12 said, as he used
the blue link in the element to jump straight to the referenced spot
in the report. The evidence classification labels of supporting, con-
tradictory, or neutral were used to triage whether to exclude or
scrutinize claims “Wherever there is a red, decide whether it should

be used or not."(P12) “These are bad assumptions. It’s reasonable to

turn them off." (P8)
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Figure 11: Average number of steering/repairing interactions

observed in each element. Among elements of thought, Pur-
pose and Assumptions had the highest number of interac-

tions, suggesting that participants prioritized aligning the

high-level goal and validating the foundational beliefs. Tog-

gle selection action was normalized based on the total num-

ber of toggles present in each element. The Purpose and the

Decision Matrix did not have a toggle button.

On the other hand, in the Baseline condition, (5/13) people clicked
on references. But clicking a reference here downloaded their entire
report, undermining traceability and trust and overwhelming the
user. As P3 said, “I don’t see the link between a conclusion and where

they got that information...[clicks reference] Ah, it just downloaded

the whole PDF." P11 said “Inline citation... allow me to download to

see the detail... maybe I could get some high-level details to make sure

that it is not hallucinating."
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6.4 Perceived cognitive value in the critical

thinking process

Participants rated Criticality higher than Baseline for supporting
critical thinking, confirming its effectiveness in promoting analyti-
cal reasoning (see Figure 9). Criticality scaffolds critical thinking
with explicit, inspectable checks (edits, intellectual standards’ as-
sessment and guidance, toggles). On the other hand, Baseline often
ensures clarity and relevance in the output, while process-level
precision, logic, and fairness are hard to interrogate or control. It
was up to the user to specify the significance, breadth, and depth
through systematic prompting; otherwise, these elements are ig-
nored. This opens a future research direction to investigate whether
deliberative prompting alone can match the benefits of Critical-
ity’s scaffolding, clearly distinguishing the value of the interface
from the capability of the underlying model.

6.4.1 Clarity. Criticality ensured clarity by presenting an inter-
active reasoning trace with detail-on-demand (e.g., related concepts
could be expanded to get definitions, and each step could be col-
lapsed), presenting evidence linked to claims, and assessing each
element while providing guidance on how to improve it. Partic-
ipants reflected on the transparency of the reasoning trace, “It’s
beyond my expectations...very transparent." (P6) “It really externalizes
all details like what decision implications mean."(P7) When using
Baseline, there is less clarity in the reasoning process and how it
generated the outcome. “Trace helps visualize what it’s doing, but
it’s also very lengthy to just sit there and read." (P11) There was a
lack of clarity even about the output, as P2 describes, “I’m trying

to understand: is this based on only the information I gave or [on] its

own information?"

6.4.2 Precision and Relevance. Criticality’s suggestions, based
on intellectual standards, frequently flagged a lack of precision and
relevance, guiding participants to improve these areas through tar-
geted suggestions. However, users questioned whether LLM’s idea
of improving precision by adding details and examples aligned with
their own. “I can edit or auto-fix the goal to be more precise." (P12)
“I’m not sure whether providing detail means more careful reasoning."

(P8) When using Baseline, it was hard for participants to get the
system to match their expectations for precision or assess relevance.
“I’m not super happy with the feedback because I think these are very

out of nowhere." (P11) For example, participants noticed that pro-
cess steps sometimes diverged from the user’s immediate prompt
without explaining why. “It’s doing things I didn’t ask” (P8) And
about the output “I feel like this this part is definitely a bit repetitive

in a way because you know they already talked about it earlier."(P1)

6.4.3 Depth and Breadth. Criticality is scaffolded through struc-
tured elements, such as questions, implications, inferences, and
guidance, at each level, suggesting consideration of additional fac-
tors at multiple levels. Additionally, Criticality ensured breadth
through elements of thought, such as questions, perspectives, and
concepts. On the other hand, Baseline left breadth to user initiative
and required iterative and skilled prompting for depth. This was a
clear differentiator between Criticality and Baseline. For example,
“It includes perspectives I hadn’t thought of." (P6 using Criticality)
vs “It’s giving me the obvious ones" (P2 using Baseline), or “This is
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Figure 12: Mean ratings (1-7) with 95% confidence interval

where two expert judges rated ChatGPT and Criticality

blind to condition (IIR: 0.86). Criticality-generated deci-

sion rationales were rated significantly higher than Baseline

across overall critical thinking and four intellectual stan-

dards. Asterisks show a statistically significant advantage of

Criticality using the Mann-Whitney U test (*: p<0.05).

the sort of stuff I could get off the nightly news. . . not real deep." (P3
using Baseline)

6.4.4 Logic and Fairness. Criticality’s explicit logic and fairness
checks made flaws visible. Links between evidence and claims,
and the automatic exclusion of claims with contradictory evidence,
helped follow the logic. Including multiple stakeholder perspec-
tives, concepts, rephrased questions, and providing guidance to
improve this helped account for fairness. As P6 mentioned, “Pretty
much follows logically from the evidence ... Presents information in an

unbiased way." P5: “I feel more confident when it pointed out poten-

tially bias and I could correct it" On the other hand, Baseline’s long
outputs with hidden logic made assessment difficult, and required
intentional and skilled prompting to ensure these standards. As P3
said, “I don’t see the link between a conclusion and where they got that
information." P1 reflects on how Baseline could be interacted with
to ensure logic and fairness in the Baseline, “Unless if you explicitly

tell it to be as objective as possible to only follow the PDF and ask

what other perspectives are there what are the other potential pros

and cons and things like that."

6.4.5 Significance. When using Criticality, participants valued
the ability to interactively prioritize what’s important to them at
each step, by editing to add or remove details, adjusting criteria
weights, or guidance suggestions to specify this. “From the matrix,

I could decide now.” (P7) when interacting with the decision matrix
surfaced what mattered most given her weights. On the other hand,
when using Baseline, participants had to intentionally prompt for
what mattered to them when making the decision.

6.5 Decision Quality and User Confidence

Figure 12 shows that blind-to-condition experts rated decision ratio-
nales produced using Criticality as significantly higher in overall
critical thinking and evidence-based reasoning compared to those
produced using the Baseline condition. Across all Paul–Elder in-
tellectual standards (clarity, accuracy, precision, relevance, depth,
breadth, logic, significance, and fairness), Criticality-supported
rationales received consistently higher average scores, except for
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Clarity, where both showed approximately the same score ranges.
As some participants (e.g., P1, P2, P15) only came to a decision and
rationale on only one of the conditions, we applied Mann-Whitney
U test to compare scores between conditions, treating them as in-
dependent samples. Still, we consider these statistical results as
exploratory rather than conclusive, where further research using
large-scale controlled studies is required to verify their generaliz-
ability.

Participants perceived different levels of trust and confidence
in the final decisions made with Baseline and Criticality. When
using the Baseline, participants often trusted the final decision
tentatively. “I can’t really know whether or not I trust it." (P1) “don’t
know that I trust it though...Transparency is not there. It’s doing all

this stuff before it comes back to me." (P4) “But still you have to explain
really careful what exactly you want and you have to come back and

just guide it multiple times back, you know." (P3)
On the other hand, Criticality built confidence and trust. As

P6 said, “I think I can trust the results. Looks pretty reasonable based

on the data." “Helped me think ... helped me feel like I didn’t need

to ask as many follow-up questions. It really externalizes, like, what

the decision implications mean." (P7) and “It helped me list out the

assumptions... and reflect on different perspectives." (P8).

7 Discussion

Our evaluation of Criticality reveals important insights about
scaffolding human-AI decision-making workflows. This section
discusses our findings and their implications for human-AI decision-
making systems, as well as current limitations of the system and
study.

7.1 From Post-Hoc Repair to In-Process Steering

Overall, participants preferred using Criticality over the Baseline
for decision-making, valuing the transparency and agency during
the process (Section 6.1). LLMs are fundamentally trained and opti-
mized for fluency over factual accuracy [39] when responding to a
user prompt [37], fail at complex or unfamiliar reasoning tasks [64,
88], and amplify cognitive and data biases [28]. This traps users
in inefficient, multi-turn repair cycles, which our formative study
identified as requiring significant time and effort (Section 3.3.3). Fur-
thermore, vague and imprecise initial prompts [92, 116] introduce a
tedious refinement going over lengthy responses, which frustrated
our participants while using the Baseline. Criticality replaces this
post-hoc repair with in-process steering, allowing users to guide
the AI’s reasoning one step at a time (Section 6.2). This approach
reduces cognitive load while tracing a long conversation [22], and
encourages reflection, which we observed as participants iterated
around the decision matrix. This shifts the locus of control: users
no longer merely prompt but truly align using this reasoning trace.
Experts rated the decisions made with Criticality as significantly
higher in overall critical thinking and evidence-based reasoning
(Section 6.5)

This aligns with a broader trend in human-AI interaction to-
wards structured alignment, helping human-AI decision-making
systematically rather than through prompt trial-and-error [43, 108].

Implications for Future Human-AI Interaction Design:

• Support in-process steering rather than post-hoc repair and
reformulation. Interfaces should expose intermediate rea-
soning states, assumptions, and evidence, allowing users to
adjust direction early and maintain shared understanding
throughout the decision process.

• Replace ad-hoc prompt refinement with structured scaffolds
for alignment.

7.2 Designing for Positive Friction To Balance

Cognitive Engagement and Efficiency

Participants consistently leveraged the heatmap and guidance sys-
tem grounded in intellectual standards to repair or steer reasoning
traces (Section 6.2). While effective, this process introduced cogni-
tive overhead, leading to two distinct workarounds: manual edits
and auto-fixes (Section 6.2). These differed in the depth of reflection
and effort required.

This tension underscores the challenge of balancing cognitive
engagement with efficiency. Showcased by Bucinca et al. [10], re-
duced friction can obscure biases or logical gaps, thereby degrading
performance; conversely, excessive friction may frustrate users, dis-
couraging both engagement and trust [96]. In our case, the auto-fix
feature in Criticality enhances efficiency by aggregating multi-
ple guidance points, yet it can also serve as a cognitive shortcut,
limiting opportunities for deep reasoning.

Positive friction [19, 40] provides a productive middle ground.
In Criticality, the heatmap and the guidance system with the
auto-fix feature introduced this form of positive friction, allowing
users to understand issues before deciding whether or not to dele-
gate cognitively demanding tasks to AI. This approach transforms
friction from a usability or efficiency barrier into a learning scaf-
fold, where users can leverage critical reflection to calibrate their
trust in AI [17]. However, extending Naiseh et al.’s [65] findings,
participants occasionally chose to accept the AI guidance without
scrutiny, with limited cognitive engagement.

Building on these findings, future work could investigate how
varying degrees of friction shape the trade-off between engagement
and efficiency. Such insights could inform adaptive mechanisms
that dynamically tune friction based on user expertise, task com-
plexity, and cognitive state, thereby mitigating over-reliance on
automation [47].

Furthermore, Criticality’s heatmap strip, recommended guid-
ance, and auto-fix interaction reconfigure the human–AI relation-
ship into a continuous, collaborative quality-control loop. Both,
users and AI, can identify violations and iteratively improve each
others’ reasoning quality. This design embodies an implicit princi-
ple: steerability is quality assurance. Participants’ higher ratings of
steerability and clarity reflect these reciprocal interactions, where
each detected violation becomes an opportunity for learning and re-
pair (Section 6.2, Section 6.4). Also, by embedding guidance within
context, Criticality transforms abstract intellectual standards into
interactive evaluation criteria.

Implications for Future Human-AI Interaction Design:

• Embed interactions that prompt users to cognitively engage
and reflect before accepting AI fixes, turning verification into
an active learning process rather than a passive confirmation
step.
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• Design interactions that make the AI’s limitations visible and
interpretable, so users can calibrate trust and retain agency,
even when automation assists with repair.

• Future systems should adjust the level and timing of posi-
tive friction based on user proficiency, task complexity, and
cognitive load.

7.3 Evidence-Based Reasoning Calibrates User

Reliance and Quality Control in AI

The claim–evidence linking mechanism and support/contradiction
classification anchored every reasoning segment to concrete sources.
This helped not only improve factual precision but also gave users
agency and affordances to question and adjust the model’s stance,
whether to trust, challenge, or qualify a statement. This evidence-
based interaction re-frames transparency: instead of global model
explainability, Criticality offers claim-level auditability. More-
over, by embedding evidence links directly into the reasoning trace,
users could navigate to the relevant passage, verify claims with-
out leaving the task context, fluidly within the flow of work. This
novel evidence-based reasoning and interaction mechanism adds to
prior research in information retrieval and referencing in human-AI
interaction [42, 78, 103].

Implication for Future Human-AI Interaction Design: Interactive
claim–evidence linking with support/contradiction classification
and explanations can foster engagement and build trust, efficiently
in the flow of work.

7.4 Decision Matrix and Executive Summary as

Bridges Between Process and Outcome

Both the Decision Matrix and the Executive Summary function
as boundary objects in human–AI collaborative decision-making:
they provide a shared representation that connects the AI’s internal
reasoning process with the human’s interpretive understanding,
while remaining flexible enough to serve different purposes for each
party [91]. This design goes beyond merely recording or displaying
results, it actively coordinates participation and enables translation
between both the model and the user’s reasoning.

Participants frequently moved back-and-forth between the ma-
trix and the preceding Elements of Thought, reflecting a non-linear
workflow of refining criteria and options rather than a fixed se-
quential generation of outputs. This observation aligns with prior
research in intelligent interfaces that externalize decision criteria
into matrix or tabular forms to support user-driven comparison
and sensemaking. Each cell in our Decision Matrix, with its color-
coded score breakdown, made the underpinnings of the AI’s recom-
mendation explicit: users could click on a cell to see how a given
option’s score was derived from evidence and critical-thinking stan-
dards. This transparent decomposition prompted users to revisit
assumptions and re-evaluate evidence whenever something looked
unexpected. This mirrors the goal of human–AI deliberation frame-
works, which seek to expose and reconcile conflicting human–AI
opinions through structured dialogue [56]. Conventional conversa-
tional AI interfaces typically present a single recommendation that
the user can only accept or reject (with no granularity for partial
agreement).

The Executive Summary complements this by linking process
and outcome through evidence-grounded traceability. Participants
used it not as a static report but as an interactive gateway into the
reasoning trace. Instead of merely accepting the model’s conclusion,
they could trace each claim to the exact passage in the source
report, enabling targeted verification and rapid error correction.
This fine-grained traceability differentiates Criticality’s output
from conventional LLM outputs, which often collapse justification
into long narratives.

Implication for Future Human-AI Interaction Design: It is impor-
tant to maintain shared accountability in human–AI interaction. In
Criticality, this takes the form of a continuous loop linking pro-
cess and outcome: the AI provides structured analysis and retrieval;
the human contributes judgment and context; and the system en-
sures both inputs remain visible and are integrated into the final
decision. This shared accountability contrasts with common human-
AI interactions, where reasoning is hidden, fixed or presented as
immutable explanations.

7.5 Limitations & Future Work

We also identified limitations in our system design and study as
opportunities for future work:
Criticality generates the reasoning trace’s elements in a

sequential order. During the study, some participants wished to
explore the decision options first and then move on to the other
elements (P8), while others appreciated the earlier steps that shape
the decision space (P5). Based on these observations, Criticality
could be more adaptive to user preferences or context, providing
flexible exploration around critical thinking. Adaptive content gen-
eration could also benefit users in domain-specific cases where
decision options are nuanced. For instance, one participant, a learn-
ing scientist, claimed that the decision options from Criticality
were quite generic when they expected them to be more specific.
The LLM-as-a-judge approach offers the advantage of providing
consistent, scalable, and fast evaluations of text or model outputs,
but it also carries risks such as bias reinforcement, lack of true
understanding, and overreliance on automated judgment without
human oversight. To mitigate these issues, we follow best prac-
tices from prior literature [83, 95, 110], and establish a clear rubric
with few-shot examples to approximate the evaluation problem
as a pattern-matching task and produce more reliable judgments.
However, as LLMs are fundamentally next-token predictors, the
result is not guaranteed to be reasonable based on human knowl-
edge. Future work could complement the guidance generation and
scoring mechanism with a more reliable approach (e.g., carefully
crafted heuristics) or include a technical evaluation of the generated
guidance and scoring to prove its validity.
Participant Pool While we successfully recruited 13 participants
who frequently make decisions based on data. While this helps
identify qualitative insights into interaction and cognitive behav-
ior, to make more quantitative claims, larger-scale longitudinal
deployments are required.
Study Design Trade-OffsWe had to balance ecological validity
with experimental control in our evaluation study, which informed
specific design choices. For example, our baseline was motivated
by ecological validity: professional decision-makers commonly
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use conversational LLMs (e.g., ChatGPT). While an ablation study
would be valuable for disentangling the effects of individual compo-
nent contributions, this was beyond the scope of this paper, which
focuses on emergent interaction behaviors arising from the use of
each system.

Furthermore, the tasks assigned to participants during the study
were artificial scenarios having a single report file per task, which
may have reduced the criticality of their decisions. However, web
search is commonly used to collect data in real world, where P13
instinctively recognized this when trying ChatGPT’s agentic mode,
noting, “I mean some of the stuff that might not be in the report.”

Future versions of Criticality could leverage web search while
maintaining the same evidence-based reasoning mechanisms to
identify knowledge gaps, verify claims across sources, and consider
alternative perspectives outside user-uploaded reports.

Additionally, having less than 30 minutes to both fully learn how
to use the tool and make the decision could have prevented the
participants from being fully immersed in the scenario, as time-
pressure changes the user behavior while interacting with AI [94].
Future work could deploy Criticality to real-world decision mak-
ers with a larger pool size and observe how they use it to make
high-stakes decisions to seek more generalizable results.

8 Conclusion

This paper presents Criticality, a system that scaffolds human-AI
decision-making through interactive critical thinking structures
and evidence-based reasoning traces. The operationalized Paul-
Elder Critical Thinking Framework decomposes reasoning into
editable Elements of Thought, evaluates them against Intellectual
Standards, and grounds every claim in verifiable evidence. A within-
subjects study (n=13) showed that this approach improved steer-
ability, repairability, and interactivity compared to the baseline of
a state-of-the-art reasoning model in a conversational interface.
Expert assessments further confirmed that participants produced
higher-quality decisions and exhibited stronger critical thinking
across multiple intellectual standards.

Our findings highlight that effective human-AI collaboration re-
quires more than strong reasoning capabilities; it requires systems
that can show the reasoning process, ensure user agency when the
context should be steered, and preserve the link between the claims
and evidence. Criticality embodies these principles, demonstrat-
ing how AI can function not merely as an answer sheet but as a
tool for thinking, which guides and strengthens users’ reasoning
toward more reliable, transparent, and inclusive decisions.

9 GenAI Usage Disclosure

The system interface was developed with assistance from Claude
Sonnet 4 and ChatGPT 5 via Cursor IDE. All code was reviewed
and modified by the authors.
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